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Appendix A: The conditional Gaussian process prior. 

The conditional GP prior ݂ሺܵሻ can be derived first by applying the techniques for obtaining the 

conditional normal distribution from a joint normal distribution.  In the standard multivariate 

normal setting, when ݔଵ and ݔଶ are jointly normal with mean ሾߤଵ,  the ,ߑ ଶሿ் and covarianceߤ

distribution for ݔଶ given ݔଵ is  

(A.1) ߤଶ|ଵ ൌ ଶߤ ൅ ଵ,ଵ൯ߑଶ,ଵ൫ߑ
ିଵ

ሺݔଵ െ  ଵሻߤ

ଶ|ଵߑ ൌ ଶߑ െ ଵ,ଵ൯ߑଶ,ଵ൫ߑ
ିଵ

ଶ,ଵߑ
், 

 

where ߑ௜,௝ denotes the partition of Σ corresponding covariance among ݅ and ݆, e.g., Σ1,2, 

represents the covariances among elements of vectors ݔଵ and ݔଶ (e.g., Hogg et al. 2004). 

To make use of this we construct a joint GP prior:  

(A.2) 
൤
݂ሺܵሻ
݂ሺ0ሻ൨ ~GP ൤൬

ሺܵሻߤ
ሺ0ሻ൰ߤ , ൬

,ሺܵߑ ܵԢሻ ,ሺܵߑ 0ሻ
,ሺܵߑ 0ሻ் ሺ0,0Ԣሻߑ

൰൨. 
 

,ሺܵߑ ܵԢሻ is a covariance function for ݂ሺܵሻ, which is given by ߑሺܵ, ܵԢሻ ൌ ߬ଶexpሾെ߶/

|ሺܵ െ ܵᇱሻ/maxሺܵሻ|ଶሿ.  ߑሺܵ, 0ሻ is a covariance between ݂ሺܵሻ and ݂ሺ0ሻ, which is ߑሺܵ, 0ሻ ൌ

߬ଶexpሾെ߶|ܵ/maxሺܵሻ|ଶሿ.  ߑሺ0,0Ԣሻ is a variance for an univariate Gaussian process model ݂ሺ0ሻ, 

which is ߑሺ0,0Ԣሻ ൌ ߬ଶ.  With Eqs. A.1 and A.2, we can derive the conditional GP prior: 

(A.3) ݂ሺܵሻ|݂ሺ0ሻ ൌ lnߙ~GPሾߤ௖,  ௖ሿߑ

where 

(A.4) ߤ௖ ൌ ሺܵሻߤ ൅ ,ሺܵߑ 0ሻሾሺ0,0Ԣሻሿିଵሾlnߙ െ ሺ0ሻሿߤ ൌ  ሺܵሻߤ

(A.5) ߑ௖ ൌ ,ሺܵߑ ܵᇱሻ െ ,ሺܵߑ 0ᇱሻሾߑሺ0,0ᇱሻሿିଵߑሺܵ, 0ᇱሻ் 

ൌ ߬ଶexp ൥െ߶ ቤ
ܵ െ ܵԢ

maxሺܵሻ
ቤ

ଶ

൩ െ ߬ଶexp ቊെ߶ ቈ
ܵଶ ൅ ܵ′ଶ

maxሺܵሻଶ቉ቋ. 
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