Appendix A: The conditional Gaussian process prior.

The conditional GP prior f(S) can be derived first by applying the techniques for obtaining the
conditional normal distribution from a joint normal distribution. In the standard multivariate
normal setting, when x; and x, are jointly normal with mean [p, u,]7 and covariance X, the

distribution for x, given x; is
-1
(Aa.1) Uzjp = M2 + 22,1(21,1) (x1 — uy)
-1
22|1 =2, - 22,1(21,1) 22,1T'
where J; ; denotes the partition of 2’ corresponding covariance among i and j, e.g., 212,

represents the covariances among elements of vectors x; and x, (e.g., Hogg et al. 2004).

To make use of this we construct a joint GP prior:
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X(S,S") is a covariance function for f(S), which is given by X(S,S") = t2exp[—¢/

|(S — S")/max(S)|?]. 2(S,0) is a covariance between f(S) and £(0), which is Z(S,0) =
2exp[—¢|S/max(S)|?]. 2(0,0") is a variance for an univariate Gaussian process model f(0),
which is £(0,0") = 72. With Egs. A.1 and A.2, we can derive the conditional GP prior:

(A3)  fOIf(0) = Ina~GP[u., 2]

where

(A4)  pe = p(S) +2(S,0)[(0,00]  [Ina — u(0)] = u(s)

(A5) X, =2(5,S")—2(S,0)[x0,00]1x(s,0)T

s=s'I| ., % + 57
— T°exp {—cp l—max(S)z }

max(S)

= 72exp [—(;b
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