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Appendix A.  Analytical maximum-likelihood estimators of  from Eqs. 7 and 8. 

Proof 1:  Analytical maximum-likelihood estimator for  assuming known  where the 

likelihood for all count observations assumes the stationary Poisson distribution for observations 

on the first sampling occasion (k = 1) and the transition density for all other observations (k > 1). 

Let:  

J = the number of sampling units 

k = sampling occasion 1,...,K 

αjk = 1  

tjk = length of time since previous sampling event at sample unit j, or length of time since 

sampling event k-1 at sample unit j 

Then the likelihood for all count observations is: 
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Simplifying the log-likelihood and solving for the MLE: 
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Factoring the likelihood: 
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Taking the natural logarithm: 
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Taking the derivative with respect to theta: 
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Setting the derivative equal to zero and solving for the maximum-likelihood estimate of theta: 
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Proof 2:  Analytical maximum-likelihood estimator for  assuming known  and the stationary 

Poisson distribution for all count observations. 

Let: 

∗	~	 	 	  

n = total number of count observations  

Then the likelihood for all count observations is: 
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Factoring the likelihood: 
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Taking the natural logarithm: 
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Taking the derivative with respect to theta: 
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Setting the derivative equal to zero and solving for the maximum-likelihood estimate of theta: 
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